
Motivation

• C1: How to design a heterogeneous 

contrastive mechanism? 

→ cross view, view-invariant factors 

• C2: How to select proper views in a HG?

Local: network schema

High-order: meta-path

• C3: How to set a difficult contrastive task?

too similar views → too weak signals

information diversity & harder negative samples

Contact

• Email:

nianliu@bupt.edu.cn

• Code & Data: 

https://github.com/BUPT-GAMMA/HeCo
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a) Node Feature Transformation

• Project different type of nodes 

into common space

b) Network Schema View Guided Encoder

• Node-level attention

• Type-level attention

c) Meta-path View Guided Encoder

• Meta-path specific GCN 

• Semantic-level attention

d) Collaboratively Contrastive Optimization

• If two nodes are connected by many 

meta-paths, they are positive samples.

• information diversity:  

➢View Mask

• hide different parts of inputs
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• harder negative samples: 

➢Model Extensions

• make contrastive more difficult

①HeCo_GAN:
utilize a well-trained GAN to generate 

harder samples 
② HeCo_MU:

for every node, randomly add k 
hardest negatives to create new k ones
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Experiments

• Node Classification • Model Extension
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